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Abstract— We investigate the use of formal methods to detect
and resolve feature interactions (FI) in cyber-physical systems
(CPS). These systems are often made up of multiple components
that may interact with each other in unexpected and unwanted
ways, potentially creating a security risk. Specifically, we use
supervisory control theory to examine FI in a smart home, an
example of a CPS. With the rising adoption of smart home
devices, mitigating these interaction threats at the modelling
stage is important before they are installed in homes. We
present an extended taxonomy of FI threats that affect such
a CPS. We demonstrate how one such threat, chaotic device
management (Codema), can be detected and resolved in a system
comprised of a smart light bulb that supports two disjointed
device management channels.

I. INTRODUCTION

The concept of feature interactions (FI) originated in
software engineering. An FI occurs when two features are
integrated, and the intended functionality is modified or
negatively affects the overall system behavior. While FI
research initially took place in the context of telephony
systems [1], after nearly thirty years of research, the results
are primarily limited to the specifics of those systems [2].
Recently, however, FI studies have moved to the domain of
cyber-physical systems (CPS) [3].

CPS are systems that have both computational abilities and
the ability to interact with their environment [4] and are part
of the Internet of Things (IoT). CPS are far more complex
than telephone systems, and are often made up of multiple
components that perform different functions, and which
may come from different manufacturers. As a result, these
systems are vulnerable to FIs, and due to their complexity,
much of the work done in telephony does not carry over to
CPS. In this paper, we are interested in examining FIs in
a specific instance of a CPS: a smart home IoT augmented
with sensors and actuators.

Smart homes can include any number of Internet-enabled
smart devices, which can interact with each other and
their environment. The benefits of these interactions include
convenience and improved energy efficiency [5]. However,
with the increasing prevalence of smart homes, it is more
important than ever that this technology is secure.
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Cette recherche a été financée par le Conseil de recherches en sciences
naturelles et en génie du Canada (CRSNG), [numéro de référence 595677].

FIs in smart home settings bear severe digital and physical
security implications. The functionality of a smart home
device is managed by a device management channel (DMC).
Examples of DMCs include a device’s proprietary app, or
third-party management channels such as Amazon Alexa,
Google Home, Apple Home, Zigbee, Z-Wave, and others.
Many smart devices support multiple DMCs so that users
can choose which one(s) they wish to use [6], [7]. DMCs
that operate entirely independently of one another are said
to be disjointed, and can leave systems vulnerable to FIs. In
[6], this phenomenon is called chaotic device management
(Codema). Notably, the authors were able to exploit dis-
jointed DMCs in various smart devices, including smart locks
and garage door openers. In a real-world setting this scenario
could be catastrophic, potentially allowing bad actors to gain
physical access to the user’s home. In addition to degrading
systems’ security, FIs cause unwanted behaviors that violate
consumers’ expectations of how their devices should work
and diminish their satisfaction [8].

Strategies already exist for detecting FIs in CPS: exam-
ples include mental models [9], model checking [10], and
software solutions [11]. Formal methods have been used to
model IoT [12], however, to our knowledge, they have not
yet been used to examine FIs in this domain. We want to
use formal methods to verify that a system is functioning
correctly at the modeling stage. Such approaches reduce the
cost of developing software [13] and make it possible to
eradicate many kinds of bugs that lead to unsafe software,
such as buffer overruns and flaws in protocols [14], [15].
Despite their potential positive impact, formal methods are
underused in software development, in part due to their
perceived difficulty [16].

To detect and resolve FIs in CPS, we propose applying
supervisory control theory [17], where systems are typi-
cally modeled as finite automata. To facilitate modeling the
complex behavior of CPS, we instead use extended finite
automata (EFAs) [18]. Our aim is to address FI issues before
the system is built, thus improving the security and reliability
of these systems and the efficiency of their development.

In Section II, we present relevant background in EFAs,
control theory, and modeling CPS. A taxonomy of FI threats
that affect CPS, developed by [11], is discussed in Section
III and extended in III-D. Section IV features an example
of a control-theoretic approach to detecting and resolving an
FI in a modeled CPS. Finally, in Section V we discuss the
example as well as future research in using formal methods
to study CPS.
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II. BACKGROUND AND NOTATION

In this section, we present the notation and theoretical
background necessary to discuss the taxonomy and our
example.

A. Extended Finite Automata

In order to rigorously study the behavior of a complex
system made up of discrete components, we use extended
finite automata (EFAs) [18]. An EFA is a tuple

G = (Q,V,Σ,∆, q0, Qm),

where
• Q is a finite set of states;
• V = {v1, . . . , vp} is a set of p one-dimensional data

variables, where each vi ∈ V is defined over domain
Di, for i ∈ {1, . . . , p};

• Σ is a finite set of events;
• ∆ ⊆ Q×Q×Σ∗×G×FD→D is the transition relation

(defined below), closed under concatenation, where G
denotes the set of all boolean formulas over V , FD→D

is the set of all functions from D to D, where D =
D1 × . . .×Dp;

• q0 ∈ Q is the initial state; and,
• Qm ⊆ Q is the set of marked states.

Each transition δ ∈ ∆ is a tuple δ = (q, q′, e, g, f), where
• q, q′ ∈ Q are the transition’s source and destination

states, respectively;
• e ∈ Σ is the event that triggers the transition;
• g ∈ G is the enabling guard for the transition; and,
• f ∈ FD→D is the transition’s data update function.

A transition δ = (q, q′, e, g, f) will be carried out when e
occurs if G is in state q and the guard g is true. After δ
occurs, G will be in state q′ and the data variables will be
updated according to f .

We will find it useful to compose EFAs. The parallel
composition of two EFAs G1 = (Q1,V1,Σ1,∆1,q0,1,Qm,1)
and G2 = (Q2,V2,Σ2, ∆2, q0,2, Qm,2) is the EFA G =
(Q,V,Σ,∆, q0, Qm), where Q = Q1 × Q2, V = V1 ∪ V2,
Σ = Σ1 ∪ Σ2, q0 = (q0,1, q0,2), and Qm = Qm,1 × Qm,2,
and ∆ is defined as follows: ∀(q1, q′1, e, g1, f1) ∈ ∆1,
∀(q2, q′2, e, g2, f2) ∈ ∆2,

• ∀e ∈ Σ1 \ Σ2, ((q1, q2), (q
′
1, q2), e, g1, f1) ∈ ∆;

• ∀e ∈ Σ2 \ Σ1, ((q1, q2), (q1, q
′
2), e, g2, f2) ∈ ∆; and,

• ∀e ∈ Σ2 ∩ Σ1, ((q1, q2), (q
′
1, q

′
2), e, g1 ∧ g2 ∧ [f1|Ds

=
f2|Ds

], f1 ⊕ f2) ∈ ∆,
where fi|Ds

, for i ∈ {1, 2}, denotes the restriction of fi to
the domain Ds , which is the domain of the shared variables,
i.e., V1 ∩ V2, and ⊕ denotes function composition.

B. Supervisory Control of EFAs

The goal of supervisory control theory [17] is to take
a model of an uncontrolled system G and conform it to
a specification of desired behavior Gs by synthesizing a
controller, if one exists, that disables undesirable behavior
that takes the system out of the specification into a state
q ∈ Qf , where Qf ⊂ Q is a set of forbidden states. Without

loss of generality, we assume Gs is a subautomaton of G,
with Gs = (Qs, Vs ⊆ V,Σ,∆s ⊆ ∆, q0, Qm,s ⊆ Qm),
where Qs = Q \ Qf . We employ the algorithm provided
in [18] to modify G in place, updating guards on transitions
in ∆ that may bring the system into a forbidden state in Qf .
A sketch of this algorithm is shown in Algorithm 1.

The existence of a controller is dependent on the control-
lability of Gs. To facilitate the control of G, we partition
∆ into the set of controllable transitions ∆c and the set of
uncontrollable transitions ∆uc = ∆\∆c. The supervisor can
only update the guards of transitions in ∆c. Given an EFA
G, a specification Gs, a set of forbidden states Qf , and a
set of controllable transitions ∆c, we say a state q ∈ Q is
(adapted from [18]):

• nonblocking if it is possible to reach a state q′ ∈ Qm

from q via a sequence of transitions δ ∈ ∆, taking into
consideration guards and updates to variables;

• safe if q ∈ Qs; and,
• controllable if q is safe and there are no uncontrollable

transitions (q, q′, e, g, f) ∈ ∆uc with q′ ∈ Qf

Then Gs is nonblocking, safe, and controllable if for every
q ∈ Qs, q is respectively nonblocking, safe, and controllable,
again considering guards and updates to variables.

Algorithm 1 (From [18]) Sketch of algorithm for supervisor
synthesis using EFAs.
Input: An EFA G = (Q,V,Σ,∆, q0, Qm) with a set of
forbidden states Qf ⊂ Q and a set of controllable transitions
∆c ⊆ ∆.

1: Create and initialize the nonblocking predicate Nq and
bad location predicate Bq to false for all q ∈ Q

2: For each q ∈ Q, change Nq to true if q ∈ Qm or if it is
possible to reach a state q′ from q so that Nq′ = true.
Repeat this step until there are no changes to Nq for any
q ∈ Q.

3: For each q ∈ Q, change Bq to true if q ∈ Qf , Nq =
false or there is a transition δ ∈ ∆uc that could take
the system from q to a state q′ that has Bq′ = true.
Repeat this step until there are no changes to Bq for any
q ∈ Q.

4: For each transition (q, q′, e, g, f) ∈ ∆c, change g to
false if q′ has Bq′ = true.

5: If there were changes to any guards, return to step 1.
Otherwise stop.

Result: Controllable transitions δ ∈ ∆c that may result in
the system entering a forbidden state have guard g = false
and are thus disabled.

C. modeling CPS

Now that we have discussed relevant background in EFAs
and supervisory control, we now discuss our approach to
modeling the behavior of CPS using EFAs. In [8], [11], the
behavior of cyber-physical systems is modeled using trigger-
condition-action (TCA) rules. A rule R is modeled as a tuple
R = (T,C,A), where T is the trigger, C = C1∧C2∧...∧Ck
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wait exec

T ; C = true

A

Fig. 1. A TCA rule modeled as an EFA.

is a set of boolean conditions, and A is an action. When event
T occurs, if the condition C is satisfied, the action A will
be performed. Unwanted interactions between TCA rules on
one or more devices are called feature interactions (FIs) and
are the basis for the taxonomy presented in Section III.

We model a TCA rule using an EFA of the form of Fig. 1
by letting T,A ∈ Σ and C ∈ G. Here, the EFA begins in the
wait state and moves to the exec state when T occurs and
C is true. Event A then occurs, bringing the EFA back
to the wait state. As the EFA transitions back to the wait
state, it may update data variables according the transition’s
data update function fA. The ability to model the behavior
of a CPS in terms of TCA rules using EFAs will allow us
to identify feature interactions in modeled CPS and resolve
them using supervisory control.

III. TAXONOMY

Noting our approach to modeling CPS as EFAs, we now
model different FI threats that affect CPS, in order to facili-
tate their detection and resolution. A cross-app interference
threat occurs in a CPS when there are two TCA rules
R1 = (T1, C1, A1) and R2 = (T2, C2, A2) that may or may
not belong to different devices or pieces of software in the
system, and A1 interferes with T2, C2, or A2. A taxonomy
of these threats is provided in [11]. These threats are divided
into three categories: action-interference threats, trigger-
interference threats, and condition-interference threats. In
this section, we present these categories as well as several
sub-categories of threats, and extend the taxonomy with a
new category of threat.

A. Action-Interference Threats

An action-interference threat occurs when two rules R1

and R2 act on the same actuator, and their actions A1 and A2

have contradictory effects on the environment when triggered
simultaneously. As such, this category of threat is effectively
a race condition, and is thus not amenable to being modeled
using automata, as our EFA models do not take time into
account. We will therefore not model or discuss this class of
threat.

B. Trigger-Interference Threats

Trigger-interference threats occur when one rule triggers
another. They are further divided into three subcategories:
Covert Rules When the result of a rule R1’s action triggers

R2, i.e. A1 = T2, and the conditions are such that R2’s
action will execute after that of R1, i.e. C2 = true, this
creates a covert rule, where R1’s trigger and conditions
result in both R1 and R2’s actions being carried out. An
example of such an interaction would be R1 causing a

window to open when the CO2 level in a room rises
above a certain level, and R2 causing the heat to turn
on when the window is open. The result is a covert rule
that the heat will come on when the CO2 level is above
a certain level. This example is modeled using EFAs in
Fig. 2.

wait1 exec1

wait2 exec2

CO2 high

open window

open window

heat on

Fig. 2. Covert rule threat: CO2 high covertly causes heat on to occur.

Self Disabling A self disabling threat is a variation of a
covert rule where R2’s action disables R1. In other
words, A1 = T2 and fA2({C1 ∈ {true,false}}) =
{C1 = false}. For example, R1 may turn on the air
conditioner when the temperature rises above a set level,
and a R2 may cut power to the air conditioner when the
monthly power consumption exceeds a certain threshold
[11]. The result is that, under certain conditions, the
temperature rising above the set level will ultimately
result in power being cut to the air conditioner, disabling
R1. This example is modeled using EFAs in Fig. 3.

wait1 exec1

wait2 exec2

temp high ;
below power consumption threshold = true

air conditioner on

air conditioner on

note power consumption increase;
below power consumption threshold := false

Fig. 3. Self-disabling threat.

Loop Triggering R1 and R2’s conditions are both met, and
their actions trigger each other, i.e. A1 = T2 and
A2 = T1, and A1 and A2 contradict each other. A trivial
example would be one rule that opens a window every
time it is closed, and another rule that closes the same
window every time it is opened. This threat is modeled
using EFAs in Fig. 4.

C. Condition-Interference Threats
Condition-interference threats occur when one rule’s ac-

tion enables or disables other rules. They are further divided
into two categories:
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wait1 exec1

wait2 exec2

close window

open window

open window

close window

Fig. 4. Loop-triggering threat

Disabling-Condition R1’s action causes R2’s condition
to cease to be satisfied, i.e. fA1({C2 ∈
{true,false}}) = {C2 = false}. An example of
a disabling condition threat would be R1 turning on
an exhaust fan when the stove temperature is above
200◦C, and R2 sounding an alarm when smoke is
detected and the exhaust fan is off. This threat is
modeled using EFAs in Fig. 5.

wait1 exec1

wait2 exec2

stove temp above 200◦C

turn on fan ; fan on := true

smoke detected ; fan on = false

sound alarm

Fig. 5. Disabling-condition threat

Enabling-Condition R1’s action causes R2’s condition to
become satisfied, i.e. fA1

({C2 ∈ {true,false}}) =
{C2 = true}. An example of such a threat would be
as follows: R1 turns on an outdoor porch light when
it is dark outside, and R2 turns on a security camera
when motion is detected and the porch light is on. This
threat is modeled using EFAs in Fig. 6.

wait1 exec1

wait2 exec2

darkness detected

turn on light ; light on := true

motion detected; light on = true

turn on camera

Fig. 6. Enabling-condition threat

Fig. 7. Management conflicts display characteristics of all three threat
categories.

D. Extension of the Taxonomy

We propose adding another type of cross-app interference
threat to this taxonomy, caused by poorly-behaved DMCs:
Management Conflict The device owner/manager cannot

control or tell which rules are enabled and disabled
on devices in the system. An example of such a
threat, called chaotic device management (Codema) is
presented in [6] and was successfully exploited by
the authors on multiple popular smart home devices.
This threat occurs when a device supports multiple
device management channels (DMCs), but the pieces
of software running on the device to support the dif-
ferent DMCs are disjointed: there is no communication
between the DMCs to establish which ones should be
enabled and which should be disabled. The result is a
device that can be covertly paired with and controlled
by a malicious actor without the owner’s knowledge.

This type of threat transcends the other three categories,
as illustrated in Fig. 7; such a threat may result in bad
actors competing for control of actuators (as in an action-
interference threat), introducing new rules that may trigger
or be triggered by others (as in a trigger-interference threat),
or spontaneously enabling and disabling existing rules (as in
a condition-interference threat).

In this section, we have introduced the taxonomy devel-
oped by [11], extended it to include a new class of threat, and
included EFA models of each threat in the taxonomy. Having
a taxonomy of threats and accompanying EFA models will
make identifying these in modeled systems possible, allow-
ing us to leverage supervisory control to disable behaviors
that lead to these conflicts.

IV. EXAMPLE

This example demonstrates an application of EFAs to
the detection and resolution of a management conflict in a
model of a simple CPS: a smart light bulb that supports two
disjointed DMCs. Such devices are increasingly common, a
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Fig. 8. Example of a smart light bulb that supports two disjointed DMCs.

notable example being Philips Hue products which support
several different device management channels [19].

We model our bulb with the EFA in Fig. 9 and model each
DMC with the EFA in Fig. 10, where i identifies each unique
DMC (i ∈ {1, 2}). DMC i begins in the unpairedi state
with enabledi = true, and then moves into the waitingi

state after being paired with if enabledi = true. It will
then wait for instructions from whatever device has paired
with it. A turn oni event will occur when it is instructed to
turn the bulb on, and a turn offi event will occur when it is
instructed to turn the bulb off. The smart bulb itself begins
in the off state, and then turns on or off when instructed to
do so by either DMC. An informal diagram of this system
to aid intuition is shown in Fig. 8.

The model of the entire system is obtained by taking the
parallel composition of the EFAs for the bulb and the two
DMCs and is shown in Fig. 11. For this example, we assume
that all transitions are controllable and that all states are
marked.

For this example, our specification is that behavior which
results in more than one DMC being paired is illegal; if it is
possible for an unknown third party to pair to the bulb and
control it without the owner’s knowledge after it has been
paired to the owner’s preferred DMC, then that constitutes
a management conflict and is an example of Codema. Then
the two states in Fig. 11 in which both DMCs are paired
are forbidden (elements of Qf ), and we draw them in red.
Our specification Gs is then the same automaton with these
states removed. We seek to synthesize a supervisor to restrict
the behavior of G to that allowed by Gs, and do so by
employing Algorithm 1. The result is that transitions into
the states where both DMCs have been paired are disabled,
shown in Fig. 12.

V. DISCUSSION

In the bulb example in Section IV, by modeling each
component individually and then composing them to obtain

off on

turn oni

turn offi

turn offi

turn oni

Fig. 9. Model of a smart light bulb.

unpairedi waitingi

pairi ;
enabledi

= true turn oni

turn offi

Fig. 10. Model of smart light bulb DMCs 1 and 2.

off,
unpaired1,
unpaired2

off,
waiting1,
unpaired2

off,
unpaired1,
waiting2

on,
waiting1,
unpaired2

off,
waiting1,
waiting2

on,
unpaired1,
waiting2

on,
waiting1,
waiting2

pair1;
enabled1

= true

pair2;
enabled2

= true

turn off1

turn on1

turn on1turn off1

turn off2

turn on2

turn on2turn off2

pair2;
enabled2 = true

pair1;
enabled1 = true

pair2;
enabled2

= true

pair1;
enabled1

= true

turn off1
turn off2

turn on1

turn on2

turn off1
turn off2

turn on1

turn on2

Fig. 11. Combined plant G and specification Gs. Red states are in Qf .

off,
unpaired1,
unpaired2

off,
waiting1,
unpaired2

off,
unpaired1,
waiting2

on,
waiting1,
unpaired2

on,
unpaired1,
waiting2

pair1
enabled1

= true

pair2
enabled2

= true

turn off1

turn on1

turn on1turn off1

turn off2

turn on2

turn on2turn off2

Fig. 12. System after carrying out Algorithm 1. Disabled transitions and
now-inaccessible states are removed.
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a model of the system, we were able to detect FIs and
synthesize a supervisor to remove them, all before the system
was implemented. In this example, we assume that all events
are controllable. This is because, in this case, both DMCs
and the mechanism for turning the bulb on and off would
be pieces of software running on the smart bulb’s computer,
and their activity would be able to be monitored through its
operating system. Such a supervisor could be implemented as
a piece of software on the bulb given permission to disable
the software for one of the DMCs, block communication
with it, or otherwise prevent it from pairing after the other
has been paired with, as in Algorithm 2. In some situations,
however, it may not be the case that all of the undesirable
behavior can be controlled by one device.

Algorithm 2 Example implementation of supervisor from
Section IV.
Input: Event e ∈ Σ in G from Fig. 11.

1: if e = pair1 then
2: enabled2 := false
3: else if e = pair2 then
4: enabled1 := false
5: end if

Result: It is not possible for both DMCs to be paired at the
same time, and the management conflict is thus resolved.

In this paper, we used EFAs as our underlying model. One
limitation of EFAs, as with most varieties of finite automata,
is that they are static. This makes it challenging to model a
system which devices may enter and leave at will, a common
situation in smart homes and other IoT systems. Dynamic
input/output automaton (DIOA) [20] support such dynamics.
This kind of automaton has not yet been used to study CPS.
It is also of interest to apply strategies for the control of
reconfigurable software systems as introduced in [21] to IoT
systems. Additionally, due to the lack of consideration of
time in EFAs, we were not able to model action-interference
threats, which are analogous to race conditions. It is of
interest to us to find a model that will allow us to model
this class of threat.

In Section III, we extended the taxonomy presented in
[11], and plan to produce examples of using supervisory
control to resolve FIs from the remaining categories. We
also plan to study how real-life FIs in the literature fit into
these categories and add more categories and examples as
necessary.

In this paper, we briefly discussed the benefits of applying
formal methods to the study of FIs in CPS and presented a
taxonomy of cross-app interference threats that affect CPS.
Our contributions are an extension to said taxonomy to
include device management conflicts caused by disjointed
DMCs, EFA models of the threats in the taxonomy, and an
example of employing EFAs and supervisory control theory
to detect and resolve one such conflict in a model of a
realistic CPS. With these contributions, we hope to improve
the overall security of CPS by addressing FIs at the modeling
stage.
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